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THREE GENERAL TYPES

® Qualitative techniques

» uses qualitative data (expert opinion, for example) and
information about special events of the kind already
mentioned, and may or may not take the past into
consideration.

® Time series analysis

» focuses entirely on patterns and pattern changes, and thus
relies entirely on historical data.

® Projection, and causal mode

» uses highly refined and specific information about
relationships between system elements, and is powerful

enough to take special events formally into account.




QUALITATIVE TECHNIQUES

® Primarily, these are used when data are
scarce.

® For example, when a product is first
introduced into a market. They use human
judgment and rating schemes to turn
qualitative information into quantitative
estimates.




® The objective here is to bring together in a
logical, unbiased, and systematic way all
information and judgments which relate to
the factors being estimated.

® Such techniques are frequently used in new-
technology areas, where development of a
product idea may require several
“inventions,” so that R&D demands are
difficult to estimate, and where market
acceptance and penetration rates are highly
uncertain.




TIME SERIES ANALY SIS

® These are statistical techniques used when
several years’ data for a product or product
line are available and when relationships and
trends are both clear and relatively stable.

® Now, a time series is a set of chronologically
ordered points of raw data—for example, a
division’s sales of a given product, by month,
for several years.




® Time series analysis helps to identify and
explain:

1. Any regularity or systematic variation in the
series of data which is due to seasonality—
the “seasonals.”

2. Cyclical patterns that repeat any two or
three years or more.

3. Trends in the data.
4. Growth rates of these trends.




CAUSAL MmODELS

® When historical data are available and
enough analysis has been performed to spell
out explicitly the relationships between the
factor to be forecast and other factors (such
as related businesses, economic forces, and
socioeconomic factors), the forecaster often
constructs a causal model.




® A causal model is the most sophisticated kind
of forecasting tool.

@ It expresses mathematically the relevant
causal relationships, and may include
pipeline considerations (i.e., inventories) and
market survey information.

@ It may also directly incorporate the results
of a time series analysis.




® The causal model takes into account
everything known of the dynamics of the
flow system and utilizes predictions of
related events such as competitive actions,
strikes, and promotions.

@ If the data are available, the model generally
includes factors for each location in the flow
chart (as illustrated in Exhibit II) and
connects these by equations to describe
overall product flow.




@ If certain kinds of data are lacking, initially it
may be necessary to make assumptions about
some of the relationships and then track
what is happening to determine if the

assumptions are true.

@ Typically, a causal model is continually
revised as more knowledge about the system

becomes available.




BASIC FORECASTING TECHNIQUES

A. Qualirative Methods

Technique 1. Delphi Method 2. Market Research 3. Panel Consensus
A ponel of experts is interro- The systematic, formal, and This technigue is based on
gated by a sequence of conscious procedure for the assumption that several
questionnaires in which the evolving and tesh hypothe- | experts con arrive at a beter
responses o one question- ses about real markets. forecast than one person.
naire are used to produce the There is no secrecy, and com-
next questionnaire. Any set munication is encouroged.
of information availoble to The forecasts are sometimes
Description 9 some experts and not others influenced by social factors,
is thus passed on to the oth. and may not reflect a true
ers, enabling all the experts to CONSENsUs.
have access to all the infor-
mation for forecasting. This
technique eliminates the
bandwagon effect of majority
opinion.
Accu

Short term (0—-3 months)
Medium term (3 mon

2
l.ongyzon:’nyeas&up)

Fair to very good
Fair to very good

Fair to very good

Excellent
Good

Fair to good

Poor to fair
Poor to fair

Poor

Identification of turning
points

Fair to good

Fair to very good

Poor to fair

Typical applications

Forecosts of long-ronge and
new-prn sales, forecasts
of margins.

Forecasts of long-range and
nevw-product sales, forecasts
of margins.

Forecasts of long-range and
new-product sales, forecasts
of margins.

Dota required

A coordinator issves the se.
quence of questionnaires, ed-
iting and consolidating the

rfesponses.

As a minimum, fwo set of re-
ports over time. One needs
a considerable collection of
market data from question-
naires, surveys, and time se-
ries analyses of market

variables.

Information from a el of

experts is pcesenterop‘enly

in group meetings 1o arrive

at a consensus forecast.

Again, a minimum is hwo sels
reports over time.

Cost of forecasting *
With a computer
Is calculation possible
without a computer?

$2,000+
Yes

$5, 000+
Yes

31,000+
Yes

Time required to develop
an application & make a
forecast

2 months +

3 months +

2 weeks +

References

North & Pyke, " "‘Probes” of
the Technological Future, ™
HBR May—Jjune 1969, p. 68.

Bass, King & Pessameier, Ap
plications of the Sciences in
Marketing Management
!Nefw York, John Wiley &

s, Inc., 1968)

*These ssfimotes are based on cur cwn experience, using fhis mochine configuraticon: on IBM 36040, 256 K system and o Univoc 1108
Time-sharing System, together with such smoller equipment as GE Timeshaoring ond 1IBAM 340-30% and 1130%




A. Qualitative Methods (continued)

B. Time Series Analysis & Projection

4. Visionary Forecast

5. Historical Analogy

1. Moving Average

2. Exponential Smoothing

A prophecy that vses per-
sonal insights, judgment,
and, n possible, facts
about different scenarios of
the future. It is character-
ized by subjective guess-
work and imagination; in
general, the methods vsed

are non-scientific.

This is o comparative analy-
sis of the introduction and
growth of similar new prod.
vcts that bases the forecast
on similarity patterns.

Each point of a moving aw
erage of a time series is the
arithmetic or weighted av-
erage of a number of con-
secutive points of the series,
where the number of data
points is chosen so thot the
effects of seasonals or irreg-
ularity or both are elimi-
=

This technique is similar to the
moving average, except that more
recent data poinfs are given more
weight. Descriptively, the new
forecast is equal to the old one
Flus some proportion of thogos!
orecasting error. Adaptive fore-
casting is somewhat the some ex-
cept thot seasonals are abo
computed. There are many vario-
tions of exponential smoothing:
some are more versatile than oth-
ers, some are computationally
more complex, some require
more computer ime.

Poor Poor Poor to good Fair to very

Poor Good o fair Poor Poor 1o googood
Poor Good to fair Very poor Very poor

Poor Poor to fair Poor Poor

Forecasts of longrange
ond new-product sales,
forecasts of maorgins.

Forecasts of longrange and
new-product sales, forecasts
of morgins.

Inventory control for low-
volume items.

Production and invent control,
forecasts of margins ond other
finonciol data.

A set of possible scenarios
about the future prepared
by o few experts in Bght of
past events.

Several years’ history of
one or more products.

A minimum of twe years of
sales history, if seasonals
are present. Otherwise,
less dota. [OFf course, the
more history the better) The
moving average must be
specified.

The same as for o moving aver-
age.

$100+ $1,000+ $.005 $.005
Yes Yes Yes Yes
1 week + 1 month + 1 day — 1 day —
Spencer, Clark & Hoguet, Hadley, Introduction to Brown, “Less Risk in Inventory Esti

Business & Economic Fore-
casting (Homewood, -
nois, Richard D. Irwin, Inc.,
196 1).

Business StatisScs (San Fran-
cisco, Holden-Day, Inc.,
1963).

mates,” HBR July—-August 1959,
p. 104,




BASIC FORECASTING TECHNIQUES (continued)
B. Time Series Analysis & Projection (continued)

Technique

3. Box-Jenkins

4. X-11

5. Trend Projections

Description

Exponential smoothing is a
special case of the Box-
Jenkins technigue. The time
series is fitked with a mathe-
matical model that is optimal
in the sense thot it assigns
smaller errors 1o history than
any other model. The ype
of madel must be identified
and the paorameters then es
timated. This is apparently
the most occurate statisticol
rouvtine presently available
but also one of the most
costly and time-consuming
ones.

Developed by Julius Shiskin of
the Census Bureau, this tech-
nique decomposes a time se-
ries into seasonals, trend
cycles, and irregulor ele-
ments. Primarily vsed for de-
railed time series analysis
{inchuding estimating season-
als): but we have extended its
uses to forecasting and
trocking and warning by in-
corporating other analytical
methods. 8sed with special
knowledge, @ is perhops the
most effective technique for
medivmronge forecasting—
three months to one year—
ollowing one to predict
turning points and 1o time spe-
cial events.

This technique f@s a trend line
to a mathematicol equation
and then projects it into the
future by means of this
equation. There are several
variations: the slope-charac-
teristic method, polynomials,
logarithms, and so on.

Accuracy
Short term {O—3 months)
Medium term (3 months—
2 years)
Long term (2 years & up)

Very good to excellent
Poor 1o good

Very good 1o excellent

Very poor Very poor Good
Identification of turning Fair Very good Poor
points
Typical applications Production ond inventory Tracki and warming, fore- New-product forecasts {por-

control for large-volume
items, forecasts of cash bal-
ances.

casts of compoany, division,
or department sales.

ticularly intermediate- an
longterm).

Data required

The same as for a moving aw
erage. However, in this case
more history is very advonto.
geous in maodel identifico-
ton.

A minimwm of three years”
history to start. Thereafter,
the complete history.

Varies with the technique
uvsed. However, a good rule
of thumb is fo use a minimum
of Five years” annual data o
start. reafter, the com-
plete history.

Cost of forecasting *

With a computer $10.00 $10.00 Varies with application
Is calculation possible Yes No Yes
without o computer?
Time required 1o develop 1-2 days 1 day 1 day —

an application & maoke o
forecast

References

Box-Jenkins, Time Series
Analysis. Forecasting &
Control {(San Francisco,
Holden-Day, Inc., 1970).

Mclaughlin & Boyle, “Time
Series Forecasting,”” Ameri-
can Marketi Association
Booklet, 1962, Marketing
Research Technique Series
No. 6.

Hadley, Infroduction to Busi-
ness Siatistics {(San Fran-
cisco, Holden- . Inc.,
1968); Cliver & Boyd, ""Tech-
niques of Production Con-
trol,”” Imperial CThemical
Industries, 1964

*These sstimotes are bosed on ouwr own experience, using fhis machine configwaton: an IBM 36040, 256 K system ond o Univoc 1108
'r-'n.-shc-mg System, Oog-‘»oc withy such smoll e equipment os GE Tifn.-ahc.ing and IBM 360.20% and 11 30%.




C. Causal Methods

1. Regression Model

2. Econometric Model

3. Intention-to-Buy &
Anticipations Surveys

4. Input-Output Model

This funclionally relates sales
to other economic, competi-
five, or internal variables
and estimates an equation
using the leastsquares tech-
nigue. Relationships are pri-
marily analyzed statistically,
alth h any relationship
should be selected for testing
on a rational ground.

Aneco‘ nometrd icnso-ded lis a sys-
tem of interdependent ressi
von equations that dos::etg)os
some sector of economic sales
or profit octivity. The parame-
ters of the regression ions
are usvally estimated simulio-
necusly. As a rule, these mod-
els are relatively expensive to
velop and can easily cost
t;e‘rwvem $5,000dond G
0,000, depending on deail.
However, due to Ihno?systom of
equations inherent in such
models, they will better ex-
press the causalities involved
thon an ordinary regression
equation and hence will pre-
dict turning points more accu-

These surveys of the gen.
eral public {a) determine in-
tentions 3o buy certain
products or (b) derive an
index that measures gen-
eral feeling about the pres-
ent and the future and
estimates how this fesling
will offect buying haobits.
Thess approaches 1o fore-
casting are more useful for
trocking ond warning than
forecasting. basic prob-
lem in using them il:olhol a
turni point moay 31
noleggmcorrecﬂy {and h?nce
never occur).

A method of analysis con-
cerned with the interinduss
of interdepartmental flow o
goods or services in the econ-
omy or a company and its
markets. It shows what flows
of inputs must occur to obtain
certain outputs. Considerable
effort must be expended 1o
use these s properly,
ond additional detail, not
normally available, must be
obtained if are to be ap-
plied to specific businesses.
Corporaohions using inputl-
output models h’:rme €0

as much as
Wm and more annu-
olly to develop vseful applica-
Hons.

Good to very good
Goodvovezgood

Good to very good
Very good to excellent

Poor to good
Pocr 1o good

Not applicable
Good 1o very good

Poor Good Very poor Good 1o very good

Very good Excellent Good Fair

Forecosts of sales by product | Forecasts of sales product Forecasts of sales by prod- Forecasts of company sales
chlasses, forecasts of margins. | classes, forecasts margins. uct class. and division sales for indus-

trial sectors and subsectors.

Several years’ quarterly his-
tory to ol in s?:a-ou:! mean-
ingful relationships.
Mathematically necessary 1o
have two more tions
than there are independent
variables.

The same as for regression.

Several years' data are usu-
ally required to relote such

i xes 1o company sales.

Ten or fifteen years’ history.
Considerable amounts of in-
formation on product and ser-
vice flows within a ;
corporation [or econ } for
each for which mnpw
oul'pvz analysis is desired.

$100C $5, 000+ $5,000+ $50,000+
Yes Yes Yes No
on ability to iden- 2 months + Several weeks & months +

Depends
tify relationships.

Clelland, de Cani, Brown,
Bush & Murray, Basic Stafis-
#cs with Business plica-
Sons (New York, John

Wiley & Sons, Inc., 1966).

Evans, Maao-economic Activ-

ity: Theory, Forecasting &
ntrol (New York, Harper &

Row Publishers, Inc., 1969).

Publications of Survey Re-
saarch Center, Institute for
Social Research, University
of Michigan; and of Bu-
reau of Census,

Leontief, InputOutput Eco-
nomics (New York, Oxford
University Press, 19466).




BASIC FORECASTING TECHNIQUES (continued)

C. Causal Methods (continued)
5. Economic Input- 6. Diffusion 7. Leading 8. Life-Cycle
Technique Output Model Index Indicator Analysis
Econometric models and | The percentage of a | A time series of an This is an analysis and
inputoutput models are group of economic economic activity forecasting of new-
sometimes combined for | indicators that are whose movemen! in a | product growth rates
forecasting. The input-out- | going up or down, given direction pre- Ec:sed on Scurves. The
put model is used to pro- | this percentage then | cedes the movement |phases of product aoc-
Descriph vide longterm trends for | becoming the index. | of some other time se- | ceplance the varicous
R s the econometric model; it ries in the some direc. | groups such as innovo.
3 |also stabilizes the tion is o leading tors, early adopters,
econometric model. indicator. early majority, late mo-
jority, and laggords
are central to the ancly-
sis.
Accuracy
Short term [0—32 months] | Not opplicable Poor to good Poor to good Poor
Medivm term (3 Good 1o very Poor to good Poor to good Poor to good
months—2 years)
Long term (2 years & up) | Good 1o excellent Very poor Very poor Poor to good
Identification of turning Good Good Goad Poor to good
points
Typical applications < y sales for indus- | Forecasts of sales by | Forecasts of sales by |Forecasts of new-prod-

SHNHROuY
trial sectors ond subsec-
tors.

product closs.

product claoss.

uct sales.

Data required

The same as for a moving
average and X1 1.

The same as an infen-
tionto-buy survey.

The some as an nten-
tionto-buy survey +
5 to 10 years” history.

As o minimum, the an-
mwoal sales of the prod-
uct being considered
or of a similar product.
It is often necessary 1o
do market surveys.

*Cost of forecasting

With a computer $ 100,000 $1.000 $1,000 31,500
15 calculation possible No Yes Yes Yes
without o compuder?
Time required 1o develop S months + 1 month -+ 1 month + 1 month +

an application & make o
forecast

References

Evans & Preston, “"Discus-
sion Paper #138.”
Wharton School of Fi-
nance & Commerce, The
University of Pennsylvo-
no.

Evans, Mocroeco-
nomic Activity: The-
ory, Forecasting &
Contol (New York,
Harper & Row Pub-
lishers, Inc., 1969].

Evoans, Mocro-eco-
nomic Activity: The-
ory, Forecasting &
Control (New York,
Harper & Row Pub-
lishers, Inc., 19569).

Bass, A New Product
Growth Model for
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Janvary 1969

*These astimates ore bosed on ow own experience, using fhis moachine conhigwotion: on IBM 36040, 256 K systermn ond o Univoc 1108
Tenesharing System, togethar with such smaoller squipment as GE Timesharing ond IBM 360-30s and 1130%




